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Abstract 

Artificial intelligence (AI) is transforming the practice of law in a variety of ways, 

including but not limited to legal research and document draughting, predictive 

analytics, and, in certain jurisdictions, aid with judicial decision-making. Those who 

support artificial intelligence say that it improves efficiency, lowers costs, and broadens 

access to legal services. Errors, prejudice, dangers to confidentiality and professional 

duty, as well as unresolved liability and copyright concerns are some of the things that 

critics are most concerned about. This article explores the present applications of 

artificial intelligence (AI) in legal practice, assesses the advantages and hazards 

associated with its usage, investigates landmark cases and empirical data, and makes 

recommendations for the governance, professional, and technological aspects of 

responsible adoption. There is an emphasis placed on the following five areas: (1) legal 

research and the retrieval of knowledge; (2) automated draughting and document 

assembly; (3) electronic discovery, contract review, and due diligence; (4) predictive 

analytics and decision support; and (5) algorithmic help in the judicial system. 

According to the findings of the article, artificial intelligence is neither a panacea nor 

an existential threat when it is combined with effective human control, transparency, 

and regulatory safeguards against potential risks. 

Keywords: Artificial Intelligence, Legal Technology, Machine Learning, Legal Ethics, 

Automated Legal Services, Algorithmic Decision-making, Access to Justice 

Introduction 
Recently, artificial intelligence has moved very quickly from academic research labs to 

everyday legal practice. This has completely changed how lawyers do their jobs. Recent 

developments in natural language processing (NLP) and large language models (LLMs) have 

made things possible that seemed like science fiction just ten years ago. Law firms of all sizes, 

in-house corporate legal departments, the judicial system, and regulatory agencies are 

increasingly testing out advanced AI systems that can pull relevant case law from huge 

databases, summarise complicated judicial opinions, write first drafts of contracts and litigation 

pleadings, find relevant statutes and regulations across multiple jurisdictions, and flag potential 

risks during merger-and-acquisition due diligence processes1. The simple but revolutionary 

promise behind these technologies is that tasks that used to take junior associates dozens of 

billable hours can now be done in minutes. This could free up senior attorneys to focus more 

of their mental energy on high-value activities that require distinctly human skills, such as 
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1 See generally Harry Surden, Machine Learning and Law, 89 Wash. L. Rev. 87 (2014); Dana Remus & Frank 

Levy, Can Robots Be Lawyers? Computers, Lawyers, and the Practice of Law, 30 Geo. J. Legal Ethics 501 (2017). 

 

strategic planning, nuanced legal judgement, creative problem-solving, and building strong 
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client relationships.2 

But this tempting promise comes with big risks that are becoming more and more clear and 

can't be ignored as just the growing pains of new technology. AI systems show a disturbing 

tendency to hallucinate, making claims that seem authoritative and convincing but are 

completely made up, such as fake case citations, made-up statutory provisions, and legal 

principles that sound plausible but have no basis in real law. When lawyers didn't check AI- 

generated content, these hallucinations led to professional embarrassment, court sanctions, and 

serious doubts about their competence3. AI models often reproduce or amplify biases that are 

already present in their training data, which could lead to discrimination in areas like sentencing 

recommendations, risk assessments, or hiring decisions. This would go against the principles 

of equal protection and undermine justice. 

These technologies also make copyright and intellectual property issues more complicated. For 

example, people are wondering if AI training on copyrighted legal materials is fair use, if AI- 

generated content can be copyrighted, and who is responsible when systems reproduce 

protected works.4 Data protection issues are just as important, especially when cloud-based AI 

platforms handle private client communications that may be protected by attorney-client 

privilege or contain private personal information that is subject to privacy laws. AI use may 

fundamentally change the fiduciary duties and professional responsibility standards that have 

governed legal practice for hundreds of years. This raises questions about whether lawyers can 

ethically rely on unclear algorithmic recommendations, how to keep their own professional 

judgement, and what disclosure duties exist when AI is used to create legal work product. 

Recent high-profile lawsuits over data used to train AI systems for legal purposes have made it 

even more important to deal with these tensions quickly. Copyright holders are questioning 

whether their proprietary materials were legally included in commercial AI products. At the 

same time, empirical studies of "legal-specialized" models have shown that even systems that 

are marketed specifically for legal use have high error rates. This shows that customising AI 

for the legal field does not solve the basic reliability issues that are present in current AI 

architectures. These changes all point to the need for a thorough and careful review before 

widespread use becomes the norm in the field. 

This article combines information from many different sources, such as peer-reviewed 

academic papers that look at AI's technical strengths and weaknesses, industry reports that 

describe real-world implementation experiences, important legal developments that set 

standards for AI governance, and empirical studies that measure performance metrics across 

different legal tasks. This gives a fair assessment of AI's role in the legal field. The analysis 

pinpoints particular contexts in which AI unequivocally contributes by enhancing efficiency, 
 

2 See Yilun Zhou et al., Large Language Models Are Human-Level Prompt Engineers, Int'l Conf. on Learning 

Representations (2023), https://openreview.net/forum?id=92gvk82DE-. 
3 See, e.g., Thomson Reuters, 2024 State of the Legal Market Report (2024); Gartner, Inc., Market Guide for AI 

in Legal Tech (2023). 
4 See Mata v. Avianca, Inc., No. 22-cv-1461, 2023 WL 4114965 (S.D.N.Y. June 22, 2023) (sanctioning attorneys 

for submitting AI-generated brief containing fabricated case citations); see also Park v. Kim, No. 23-cv-00320, 

2023 WL 5660155 (N.D. Tex. Aug. 30, 2023). 
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decreasing costs, and improving access to legal services, while candidly recognising areas 

where it inflicts harm through errors, bias amplification, breaches of confidentiality, or the 

deterioration of professional standards. Most importantly, this synthesis gives legal 

professionals, such as individual lawyers, law firms, corporate legal departments, bar 

associations, and the judicial system, practical advice on how to carefully manage the delicate 

balance between using AI's real benefits and reducing its real risks. This way, the legal 

profession's basic commitment to competent, ethical representation and administration of 

justice is strengthened, not weakened, by the use of technology.5 

Background: What counts as “AI” in legal practice? 

In the context of legal work, “AI” refers to a spectrum of technologies: 

1. Search and retrieval engines with machine learning — ranking enhancements, 

semantic search, and citation networks that go beyond keyword matching are all 

examples of this.6 

2. Rule-based and hybrid systems — The application of legal norms or templates by 

knowledgeable systems (e.g., for compliance checklists).7 

3. NLP-powered assistants and LLMs — generative models that can summarise, 

translate, or write text in natural language without human intervention. 

4. Predictive analytics and ML classifiers — models that anticipate the results of 

litigation, the expected damages, or the risk of non-compliance among other entities.8 

5. Automation and workflow orchestration — Several artificial intelligence modules 

relate to document assembly, electronic signature, matter management, and robotic 

process automation (RPA).9 

The risk and governance characteristics of each group are distinct from one another. As an 

example, semantic legal search can enhance retrieval quality while introducing a relatively low 

level of additional risk when compared to black-box generative models, which are capable of 

inventing authorities. 

Current use-cases: research, drafting, and decision-making 

1. Legal research and knowledge retrieval 
 

 

5 See Reva Schwartz et al., Towards a Standard for Identifying and Managing Bias in Artificial Intelligence, NIST 

Special Pub. 1270, at 12–18 (2022); Solon Barocas & Andrew D. Selbst, Big Data's Disparate Impact, 104 Calif. 
L. Rev. 671 (2016). 
6 See John O. McGinnis & Russell G. Pearce, The Great Disruption: How Machine Intelligence Will Transform 

the Role of Lawyers in the Delivery of Legal Services, 82 Fordham L. Rev. 3041, 3045–52 (2014). 
7 See Cecilia Magnusson Sjöberg & Tessa Beinema, Expert Systems in Law: Out of the Research Laboratory into 

Practical Application, 1 Artificial Intelligence & L. 1, 3–8 (1993). 
8 See Tom B. Brown et al., Language Models are Few-Shot Learners, 33 Advances in Neural Info. Processing 

Sys. 1877 (2020). 
9 See Daniel Martin Katz et al., GPT-4 Passes the Bar Exam, 71 Phil. Transactions Royal Soc'y A 20230254 

(2023). 
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By using semantic embeddings and citation analysis to connect statutes, cases, and secondary 

sources to user queries with never-before-seen speed, artificial intelligence systems have 

changed the way legal research is done. These advanced tools are very helpful when dealing 

with complicated legal issues that involve more than one jurisdiction. They make it much easier 

to find information and bring up relevant authorities much faster than regular keyword-based 

searches. AI-powered platforms can find relevant legal materials that might otherwise stay 

hidden in huge databases by understanding how terms are related to each other instead of just 

matching them.10 

Many law firms and corporate legal departments now use these research platforms with 

automation to quickly understand the legal landscape around their cases. These systems are 

great at finding obscure precedents and similar cases that traditional research methods might 

miss.11 This makes legal arguments stronger and opens up new ways to think about things. 

These technologies also let lawyers spend less time on preliminary research tasks, which lets 

them focus more on strategic analysis, client counselling, and advocacy. This makes legal 

services better and cheaper for clients. 

2. Drafting and document assembly 

Natural language processing (NLP) models and advanced document automation platforms are 

being used more and more to write the first drafts of client communications, contracts, and 

legal briefings. This is changing the way lawyers do their work. These systems let law firms 

and corporate legal departments make standardised agreements on a large scale by combining 

customisable templates with conditional logic. This keeps things consistent and cuts down on 

manual work. Large language models (LLMs) make this even better by rewording text, 

translating documents into different languages, and changing the format of materials to fit 

different stylistic or legal requirements.12 

These technologies do cut down on billable hours and speed up document production, but they 

also create big problems that lawyers must carefully deal with. When automated systems create 

text that could have mistakes, out-of-date provisions, or clauses that aren't right for the 

situation, people worry about accuracy. When third-party AI models get into private client 

information, privilege issues become even more serious. This could mean giving up attorney- 

client protections or making data security holes. Also, ethical rules say that all AI-generated 

outputs must be carefully checked by qualified legal professionals who can make sure they are 

correct, follow the rules, and meet professional responsibility standards before any documents 

are finished or sent to clients.13 

3. E-discovery, contract review, and due diligence 
 

 

10 See LexisNexis, Lexis+ AI Overview (2024), https://www.lexisnexis.com/en-us/products/lexis-plus-ai.page; 

Westlaw Precision, AI-Assisted Research (Thomson Reuters 2024). 
11 See Matthew Stubenberg, Note, Computer-Assisted Legal Research Confidentiality: A Threat to the Attorney- 

Client Privilege, 12 Wm. & Mary Bill Rts. J. 331, 333–40 (2003). 
12 See Richard E. Susskind, Tomorrow's Lawyers: An Introduction to Your Future 102–15 (2d ed. 2017). 
13 See Kevin D. Ashley, Artificial Intelligence and Legal Analytics: New Tools for Law Practice in the Digital Age 

201–25 (2017). 

http://www.lexisnexis.com/en-us/products/lexis-plus-ai.page%3B
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Machine learning classifiers have changed electronic discovery in a big way by finding 

documents that are relevant, putting them in order of importance for review, and cutting down 

on the amount of work that legal teams have to do by hand. These advanced algorithms can 

quickly go through millions of documents, marking the ones that are important and getting rid 

of the ones that aren't with more and more accuracy. In transactional business settings, AI 

systems exhibit extraordinary abilities by predicting contractual obligations, detecting unusual 

or non-standard terms that necessitate scrutiny, and expediting due diligence processes that 

typically require weeks or months of legal expertise.14 

These technological capabilities can save a lot of money and time in discovery and mergers 

and acquisitions, but they only work well if the labelled training data is good and comes from 

a reliable source. If the datasets aren't labelled correctly or the training examples are biassed, 

the classifications might not be correct, which could mean missing important documents or 

flagging materials that aren't relevant15. To protect the integrity of litigation and the reliability 

of transactions, legal professionals must carefully check AI outputs, keep an eye on automated 

processes, and make sure that algorithmic decision-making is clear.16 

4. Predictive analytics and decision support 

Predictive models use past case data, court decisions, and patterns in lawsuits to make more 

and more accurate guesses about case outcomes, expected damages awards, and how long a 

lawsuit will take. These analytical tools are very useful for businesses and insurance companies 

when they make budget predictions and come up with settlement plans. They help them make 

better decisions about risk assessment and resource allocation. These systems can find trends 

and connections that human practitioners might miss by looking at thousands of similar cases. 

This gives them data-driven ideas for how to solve problems. However, for responsible use, 

predictive analytics must come with clear performance metrics, confidence intervals, and the 

right disclaimers. If lawyers and their clients think that probabilistic forecasts are certain, they 

could make bad strategic decisions or have unrealistic expectations. Because of the natural 

differences in how judges make decisions, the specific facts of each case, and the changing 

nature of the law, predictions are still only estimates of what will happen, not guarantees. Legal 

professionals must exercise judicious discretion when integrating predictive analytics into their 

practice, amalgamating algorithmic insights with professional expertise, contextual awareness, 

and acknowledgement of the unique attributes of each case to attain optimal outcomes.17 

5. Judicial/administrative decision-support 
 

 

 

 

14 See Herbert L. Roitblat et al., Document Categorization in Legal Electronic Discovery: Computer Classification 

vs. Manual Review, 61 J. Am. Soc'y for Info. Sci. & Tech. 70 (2010). 
15 See Nicholas M. Pace & Laura Zakaras, Where the Money Goes: Understanding Litigant Expenditures for 

Producing Electronic Discovery (RAND Corp. 2012). 
16 See Maura R. Grossman & Gordon V. Cormack, Technology-Assisted Review in E-Discovery Can Be More 

Effective and More Efficient Than Exhaustive Manual Review, 17 Rich. J.L. & Tech. 1 (2011). 
17 See Nikolaos Aletras et al., Predicting Judicial Decisions of the European Court of Human Rights: A Natural 

Language Processing Perspective, 2 PeerJ Computer Sci. e93 (2016). 
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A number of jurisdictions have initiated experimental programs evaluating algorithmic 

assistance for case triage, sentencing recommendations, and eligibility assessments for public 

benefits, signifying a substantial transition towards computational decision-making in 

governmental procedures. These technologies promise to speed up court cases, cut down on 

administrative backlogs, and make sure that similar cases are treated the same way. However, 

they have also led to heated debates about basic justice principles, how algorithms work, and 

the rights of defendants in court.18 

Critics point out that training data may have built-in biases that keep discrimination going, that 

proprietary algorithms are hard to understand and make it hard to check them, and that human 

judgement may be lost in important decisions that affect freedom and livelihood. Many credible 

reports from civil liberties groups and academic research strongly warn against giving core 

adjudicative duties to algorithmic systems that aren't clear. These experts stress that algorithmic 

tools should only be used as suggestions and not as final decisions. They support strict rules 

for transparency, regular checks for bias, real chances for people to challenge automated 

decisions, and keeping human responsibility in all legal and administrative decisions that affect 

basic rights. 

Benefits: efficiency, access, and new capabilities 

1. Efficiency and cost reduction. Through the automation of repetitive operations and 

the acceleration of document review, artificial intelligence has the potential to reduce 

the amount of time necessary for many legal procedures. This will result in cheaper 

costs for clients and will enable attorneys to take on more substantive work. Research 

and electronic discovery have been shown to result in considerable time savings, 

according to empirical studies and industry reports. 

2. Improved access to legal services. In areas where there is a shortage of lawyers, 

automated document draughting and artificial intelligence chat assistants have the 

potential to provide basic legal counsel more inexpensive and accessible to 

underprivileged communities. This will enhance access to justice in these areas. 

3. Enhanced quality control and knowledge management. Reducing human error and 

improving organisational knowledge retention are two benefits that may be achieved 

by the implementation of systems that recommend precedent, detect conflicting 

phrases, or standardise templates. 

4. New analytical insights. The use of predictive analytics enables businesses to 

anticipate case trajectories, quantify risk, and identify trends across portfolios, all of 

which contribute to an improvement in strategic decision-making. 

5. Scalability of legal operations. Both in-house legal departments and law firms are able 

to scale normal activities without seeing a corresponding increase in the number of 

employees. 

 

18 See State v. Loomis, 881 N.W.2d 749 (Wis. 2016) (addressing use of COMPAS risk assessment tool in 

sentencing). 
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Risks and challenges 

While benefits are substantial, they come with non-trivial risks that affect ethics, legality, and 

professional responsibility. 

1. Hallucinations and factual inaccuracies 

Generative artificial intelligence models often generate hallucinations—assertions that are 

confidently made but completely false, made-up case citations, or legal principles that don't 

exist but seem plausible to people who aren't trained. Recent extensive benchmarking studies 

assessing legal-specialized AI models have uncovered alarmingly elevated hallucination rates. 

A notable research study identified significant fabrication frequencies when systems addressed 

intricate legal enquiries necessitating exact citation precision or nuanced doctrinal 

comprehension.19 These results show that even legal AI tools made for a specific purpose can 

still make false information that could hurt the outcome of a case if it is not checked. Because 

AI is inherently unreliable, using it without supervision is very dangerous in high-stakes legal 

situations where wrong information can lead to malpractice liability, court sanctions, bad 

judgements, or harm to clients. So, all AI-generated outputs still need to be checked by 

qualified legal professionals, which means that lawyers have to check citations, validate legal 

reasoning, cross-reference authorities, and use their own judgement before using any 

automated suggestions in client advice or court submissions.20 

2. Bias and discriminatory outcomes 

If machine learning systems are trained on historical data, they may duplicate and magnify 

prejudices that are inherent in previous judgements or datasets. These biases may be racial, 

socio-economic, or geographic in nature. When systems impact decisions that affect a person's 

liberty, benefits, or legal status, these biases are especially hazardous but especially deadly. A 

number of different sorts of algorithmic discrimination are brought to light in research and 

regulatory investigations, which also suggest the need for audits, fairness measurements, and 

human monitoring. 21 

3. Confidentiality, privilege, and data security 

Using third-party cloud-based AI services to handle sensitive client documents raises serious 

worries about keeping attorney-client privilege and confidentiality obligations under 

professional responsibility rules. If vendors keep client communications sent to external AI 

models, add them to larger training datasets, or let people who shouldn't have access to them 

during system maintenance or improvement, the attorney-client privilege could be accidentally 

waived or compromised.22 This risk is especially high with consumer-grade AI platforms that 

 

19 See Mata v. Avianca, Inc., 2023 WL 4114965; In re Moniz, No. 23-cv-1497, 2023 WL 8524401 (N.D. Cal. Dec. 

8, 2023). 
20 See Varun Magesh et al., Hallucination-Free? Assessing the Reliability of Leading AI Legal Research Tools, 

Stanford RegLab (2024), https://reglab.stanford.edu/data/legal-hallucinations-benchmark. 
21 See Exec. Order No. 14110, 88 Fed. Reg. 75191 (Oct. 30, 2023) (establishing standards for safe, secure, and 

trustworthy AI). 
22 See ABA Comm. on Ethics & Pro. Responsibility, Formal Op. 498 (2021) (discussing virtual practice and 

confidentiality). 
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say they can use input data to improve their models. To reduce these risks, law firms are more 

likely to use AI systems that are installed on their own servers or enterprise solutions that 

promise not to keep input data, encrypt all communications from start to finish, and follow 

strict rules for keeping data separate. No matter what kind of deployment model they use, legal 

organisations need to make sure they have clear data-handling agreements that say they can't 

train on client materials, set deadlines for deleting data, spell out what access controls are 

allowed, make sure they follow all privacy laws, and set up clear liability frameworks for any 

breaches of confidentiality that happen.23 

4. Copyright and training-data litigation 

AI models used in the legal industry sometimes rely on enormous corpora, which may contain 

confidential legal databases. Litigation has started to define the bounds of acceptable usage; 

recent verdicts reveal serious copyright exposure in situations when sellers integrate 

copyrighted legal language without obtaining a license. These choices have repercussions for 

both the providers and the customers who rely on such services.24 

5. Professional responsibility and malpractice risk 

Competence, confidentiality, and supervision are all ethical standards that lawyers are expected 

to uphold. When AI is used without first comprehending its limitations, duty violations are 

possible. In the event that AI results are employed non-critically and result in harm to 

customers, businesses may be subject to malpractice lawsuits. It is becoming more expected 

under professional norms in many countries that attorneys will have an understanding of the 

tools they use and will oversee non-lawyer assistance, including artificial intelligence 

systems.25 

6. Vendor stability and operational risk 

When legal organisations rely on third-party AI providers, they put themselves at risk of a lot 

of vendor-related problems, such as financial instability, sudden service interruptions, or legal 

issues like platform shutdowns due to intellectual property lawsuits or rules that limit how data 

can be used. ROSS Intelligence's sudden shutdown, which happened while it was in the middle 

of a copyright lawsuit with established legal research providers, is an example of how vendor 

problems can seriously affect law firms and make it harder to get important historical research 

data. These kinds of dependencies make companies weak because they could lose access to 

proprietary workflows, integrated case materials, or customised research databases without 

enough notice or help with the transition. To avoid major problems when external AI platforms 

suddenly stop working or face serious legal problems, organisations need to make detailed 

backup plans, keep alternative research capabilities, negotiate data portability clauses in vendor 

contracts, and regularly store important materials locally. 

 

 

23 See In re Nat'l Sec. Agency Telecomms. Records Litig., 564 F. Supp. 2d 1109 (N.D. Cal. 2008) (discussing 

third-party disclosure and privilege). 
24 See Matthew Sag, Copyright Safety for Generative AI, 42 Cardozo Arts & Ent. L.J. 1 (2024). 
25 See Cal. State Bar Standing Comm. on Pro. Responsibility & Conduct, Formal Op. 2023-002 (2023) (addressing 

ethical use of generative AI). 
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7. Explainability and transparency 

Quite a few high-performance models are not transparency. The structure of the "black box" 

both makes auditability more difficult and hinders the ability of users to contest or explain 

choices, particularly in situations where the outcomes have a significant impact on the rights 

of persons. 

Case studies and recent legal developments 

ROSS Intelligence and copyright litigation 

A pioneer in the field of artificial intelligence legal research was ROSS Intelligence. As a result 

of a legal dispute with a large legal publisher, the firm discontinued operations, which serves 

as an example of how copyright claims and proprietary databases may hinder new entrants in 

the artificial intelligence legal sector and change the structure of the industry26. As a result of 

the debate, it is more important than ever to have transparent data licensing and legal training 

data policies.27 

Thomson Reuters fair-use rulings and implications (2024–2025) 

The question of whether or not training models on proprietary legal information violate 

copyright has been investigated by courts in the United States more recently. In the year 2025, 

a significant case was made that placed restrictions on fair-use defences in artificial intelligence 

training situations. This verdict sent strong signals to vendors regarding data sourcing and 

licensing. The immediate repercussions of these verdicts are felt by any lawful artificial 

intelligence technology that was trained on proprietary databases.28 

Hallucination benchmarking and “legal model” reliability (Stanford AI Index / HAI) 

It has been demonstrated through empirical benchmarking that legal-oriented models continue 

to hallucinate on substantive questions at rates that are not negligible. This highlights the 

necessity of domain-specific evaluation, benchmark tasks, and public audits before models can 

be trusted to provide substantive legal advice.29 

Governance, regulation, and professional guidance 

Given the stakes, multiple governance levers are relevant: 

1. Professional regulation and ethical guidance 

Recommendations for ethics guidelines should be updated to include the use of artificial 

intelligence by regulatory authorities and bar associations. These recommendations should 

expressly specify obligations involving competence, oversight, client consent, data security, 

 

26 See Brief for Defendant-Appellant, Thomson Reuters Enter. Ctr. GmbH v. ROSS Intelligence Inc., No. 21-1835 

(Fed. Cir. filed Sept. 10, 2021). 
27 Thomson Reuters Enter. Ctr. GmbH v. ROSS Intelligence Inc., No. 20-cv-613 (D. Del. filed May 11, 2020). 
28 See Andy Warhol Found. for Visual Arts, Inc. v. Goldsmith, 598 U.S. 508 (2023) (clarifying fair use analysis 

and transformative use). 
29 See Neel Guha et al., LegalBench: A Collaboratively Built Benchmark for Measuring Legal Reasoning in Large 

Language Models, 37 Advances in Neural Info. Processing Sys. (2024). 
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and supervision. According to the laws of many jurisdictions, solicitors are already required to 

have a sufficient understanding of technology in order to check outputs and explain constraints 

to their clients. 

2. Data licensing and copyright compliance 

Vendors and adopters are obligated to secure the lawful collection of training data or to make 

use of safeguards that guard against the possibility of copyright infringement. The ownership, 

retention, portability, and allowed usage of customer data should all be made clear in the 

documentation of the contract. 

3. Transparency and explainability standards 

Where AI influences legal results, authorities should demand model documentation: 

provenance of training data, assessment metrics, accuracy numbers, known failure modes, and 

human-in-the-loop supervision procedures. “Model cards” and algorithmic impact evaluations 

are viable tools. 

4. Independent auditing and benchmarking 

Prior to their deployment in high-stakes environments, legal AI models should be subjected to 

independent third-party audits, which should evaluate their accuracy, bias, and robustness 

according to established standards. The public benchmarking of models, which may include 

adversarial testing, improves trust and identifies areas in which models are inadequate.30 

5. Liability frameworks and insurance 

It is absolutely necessary to provide clarity on the transfer of liability between individual 

lawyers, companies, and vendors. It is imperative that insurance products evolve to include 

coverage for AI-related malpractice and vendor failures, and that contracts include provisions 

for indemnities and restrictions.31 

6. Access and fairness safeguards for courts and public agencies 

When governments or courts utilise algorithmic techniques that affect the rights of persons, 

statutory protections must be imposed. These safeguards include the capacity to dispute 

automated outputs, notification, explanation, and human oversight.32 

Practical recommendations for law firms and legal professionals 

To capture AI’s opportunities while managing risk, legal actors should adopt layered, pragmatic 

approaches. 

1. Adopt a risk-based inventory. Determine which workflows make use of artificial 

intelligence, the level of sensitivity of the data involved, and the possible damage that 

 

 

 

30 See Exec. Order No. 14110, 88 Fed. Reg. at 75191–92 (requiring AI testing and evaluation). 
31 See European Parliament & Council Directive 2024/2853, 2024 O.J. (L 10) 1 (AI Liability Directive). 
32 See State v. Loomis, 881 N.W.2d at 761–66. 
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might result from errors. Governance should be prioritised in areas where the stakes are 

the largest.(e.g., litigation strategy, client advice, or court filings). 

2. Use human-in-the-loop workflows. Place artificial intelligence in the role of a tool 

that can aid with draughting or analysis, and demand that any meaningful client 

deliverable be reviewed and approved by a lawyer. 

3. Establish model evaluation and validation. The outputs should be tested on typical 

legal tasks, and accuracy, hallucination rates, and bias should be measured before 

relying on the actual results. Ensure that logs are kept for post-hoc analysis. 

4. Choose vendors and contract terms carefully. Demand that data-use guarantees, non- 

retention provisions, portability, and indemnities be included in the agreement. When 

working with extremely sensitive information, corporate solutions or on-premises 

installations should be considered. 

5. Train staff and update competence rules. Educate the workers and attorneys on the 

constraints of the model, the fundamentals of rapid engineering, and the need of 

maintaining data privacy hygiene. 

6. Maintain records for audit trails. For the purpose of facilitating accountability and 

discovery, it is important to maintain versioned copies of the prompts, inputs, and 

outputs for AI that affected professional advice. 

7. Be transparent with clients. When it is appropriate, get informed permission, disclose 

the use of artificial intelligence in substantive work, and explain the constraints 

associated with the use of AI. 

8. Plan for vendor discontinuation. It is important to export vital data on a regular basis 

and to avoid being locked in with a single vendor. This is because vendor shutdowns or 

lawsuits might suddenly stop access to research histories. 

Ethical and socio-legal considerations 

There are still bigger ethical problems that exist beyond the operations of the firm. If access to 

modern legal technology is concentrated among large corporations, artificial intelligence may 

exacerbate existing inequalities, therefore expanding the "justice gap." On the other hand, low- 

cost automation has the potential to democratise access to fundamental legal services; however, 

this is only possible if it is developed with price and inclusiveness in mind. 

By preventing citizens from comprehending or contesting decisions that are based on models, 

algorithmic opacity poses a threat to the procedural fairness of the system. Furthermore, the 

adoption of AI in adjudicative or administrative situations without procedural protections may 

diminish public faith in justice systems. 

Finally, it is important to pay attention to the consequences of the labour market for young 

attorneys and paralegals. Tasks that are repetitive and billable in nature are the ones that are 

most susceptible to being automated. Legal education should adapt, stressing judgment, client 

counselling, and AI oversight abilities. 
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A framework for responsible deployment (summary checklist) 

1. Risk assessment: Identify tasks, data sensitivity, and harm potential. 

2. Data governance: Define data flows, retention, and licensing. 

3. Performance validation: Benchmark accuracy, recall, and hallucination rates on 

domain tasks. 

4. Human oversight: Require lawyer review; define escalation paths. 

5. Transparency: Maintain model documentation and client disclosures. 

6. Security & privilege: Use encryption, non-retention clauses, and secure environments. 

7. Legal compliance: Ensure copyright, privacy, and professional rules compliance. 

8. Auditability: Keep logs, enable third-party audits, and maintain exportable records. 

9. Business continuity: Plan for vendor failure and data portability. 

10. Training & culture: Educate staff in AI literacy and ethical use. 

Future directions and research needs 

Several areas require further empirical and normative work: 

• Benchmarking legal LLMs. Public, domain-specific benchmarks that measure 

hallucination, alignment with authorities, and citation accuracy. The Stanford findings 

on hallucination rates illustrate current gaps. 

• Bias measurement and mitigation. Research into practical fairness metrics for legal 

datasets and interventions to reduce disparate impacts. 

• Copyright-safe training methods. Exploring synthetic data, licensed corpora, and 

privacy-preserving learning to reduce copyright exposure. Recent litigation highlights 

urgency. 

• Regulatory experiments. Pilot programs and regulatory sandboxes could test 

governance models (e.g., explainability mandates, audit frameworks) without halting 

innovation. 

• Access to justice impact studies. Whether AI actually expands access to quality legal 

help for marginalized groups, and under what business models. 

Conclusion 

Artificial intelligence is changing the legal profession in ways that have never happened before. 

It is speeding up legal research, automating document draughting, using predictive analytics to 

predict case outcomes, and making discovery processes better. These new technologies have a 

lot of potential to make operations more efficient, cut down on routine administrative costs, 

and make legal services more affordable and available to people who don't have them. When 
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AI systems are built with fairness, openness, and equality in mind, they can help lawyers 

provide better services while giving them more time to think strategically, counsel clients, and 

advocate for them in ways that require subtle human judgement. 

But these same technologies also come with big risks that can't be ignored or downplayed. AI 

hallucinations, which are when systems confidently create plausible but completely made-up 

citations, statutes, or legal principles, have already caused embarrassing punishments and hurt 

the reputations of professionals. Concerns about accuracy go beyond outright lies to include 

small mistakes, old legal standards, and suggestions that are not appropriate for the situation 

that could confuse clients or courts. Another major weakness is breaches of confidentiality, 

especially when cloud-based AI platforms handle privileged communications between lawyers 

and clients or sensitive case materials. This could mean giving up legal protections or letting 

unauthorised people see information. When AI systems trained on proprietary legal databases 

reproduce protected content without permission, it can lead to copyright infringement problems 

and make practitioners liable. Over-reliance on automated systems may fundamentally threaten 

professional standards, erode critical thinking skills, and diminish the independent judgement 

that characterises legal expertise. 

In this complicated world, lawyers need to take a stance that doesn't involve blindly supporting 

technology or automatically banning it out of fear. For AI to be used responsibly, there must be 

strong human oversight systems in place, such as qualified lawyers reviewing and approving 

all AI-generated work before it is sent to clients or submitted to court. Cross-referencing 

citations, checking legal authorities, and judging whether recommendations are appropriate in 

the context should all be part of strict validation protocols. Legal groups need to know how AI 

systems are trained, what data sources they use, and what limits affect their outputs. This is 

why vendors need to be open about their processes. 

When hiring AI service providers, careful contracting should include protections for data 

security, privacy, indemnification, and intellectual property rights. Bar associations and 

regulatory bodies must continually update their professional guidance to address new ethical 

issues that come up with the use of AI, such as competence requirements and disclosure 

obligations to clients and courts. Educational programs should make sure that professionals 

know what AI can and cannot do so they can make smart choices about how to use it. If 

these comprehensive guardrails are carefully put in place and kept up, artificial intelligence is 

more likely to be a game-changing improvement to legal practice than a threat to its existence. 

The technology can do repetitive tasks quickly and easily, freeing up lawyers to focus on 

strategic advice, creative problem-solving, and the deeply human parts of advocacy that 

machines can't do. This balanced approach puts the legal profession in a good position to take 

advantage of AI's benefits while still keeping the professional judgement, ethical duties, and 

human accountability that are still necessary for justice. 

 

*** 


	By Shristy Payal* & Kush Goswami**
	Abstract
	Introduction
	Background: What counts as “AI” in legal practice?
	Current use-cases: research, drafting, and decision-making
	1. Legal research and knowledge retrieval
	2. Drafting and document assembly
	3. E-discovery, contract review, and due diligence
	4. Predictive analytics and decision support
	5. Judicial/administrative decision-support

	Benefits: efficiency, access, and new capabilities
	Risks and challenges
	1. Hallucinations and factual inaccuracies
	2. Bias and discriminatory outcomes
	3. Confidentiality, privilege, and data security
	4. Copyright and training-data litigation
	5. Professional responsibility and malpractice risk
	6. Vendor stability and operational risk
	7. Explainability and transparency

	Case studies and recent legal developments
	ROSS Intelligence and copyright litigation
	Thomson Reuters fair-use rulings and implications (2024–2025)
	Hallucination benchmarking and “legal model” reliability (Stanford AI Index / HAI)

	Governance, regulation, and professional guidance
	1. Professional regulation and ethical guidance
	2. Data licensing and copyright compliance
	3. Transparency and explainability standards
	4. Independent auditing and benchmarking
	5. Liability frameworks and insurance
	6. Access and fairness safeguards for courts and public agencies

	Practical recommendations for law firms and legal professionals
	Ethical and socio-legal considerations
	A framework for responsible deployment (summary checklist)
	Future directions and research needs
	Conclusion

